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Introduction:

Outcome: If the experiment Is conducted gettin
Trial: the Experiment is known trial
‘Experiment is two types:
L Deterministic Experiment

Il Probabilistic Experiment

Deterministic Experiment_:

The outcome s unique or certaip s called deter"%experiment
| Probablllstic Experiment;

The result or outcome Is not unique, but m

€ one of the several possible. outcomes.
This type of experiment is called pro

bab{jstic experiment,
Exhaustive Events:

. The total no. of possible M in any trial are known as exhaustive events or cases,

Example 1: Tossing of a cointya trial and getting head or taj. There are two exhaustive cases,

Example 2; In thr WMy of a die there are six exhaustive events or cases (1,234, 3, and 6)

Mutually x lusive E

Eva%s age said to be mutuall

Y exclusive. If two Or more events Cannot be occyr
simultaneouys| ‘the same trial, '
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Example: In tossing an unbiased coin the event of getting head in the first task is independent
of getting head. in the first task is independent of getting head in the second and -third are

”

independent units.

Favorable Events:

, ~ Theno of cases favorable to an eventin a trial is the no. of outcomes which entire the
happening of the event is favorable event. - = N

Example: In throwing of two dies the no. of cases favorable to getting the sum is%‘tl), {4,

1),(2,3), 3, 2). .
Probability: ' o %

e, ;Jf—a.—ta:ial»result——’in”—exhaustive—dnd—muthauywexduﬁve--ev&sgnd 2 of them-are

favorable to the happening to an event “E” then probabili happening’of event is given by

P(E)= i;’-

Where m = No. of favorable cases™ Q’

n = Total no. of cases.

! Additional theorem or Law: S
A and B are two events then‘pm then probability of

P(ALB) MP(B)—-P(A(\B) i

A, B, C is any three evelits then the probability of

P(AQBLJC) )+P(B)+P(C)~P(An.B)5P(BmC)~P(AnC)+P(AanC)

‘MulfiPlication theorem or Law:

235 :::’ '
If A andB.aié two independent events then g Or'operator

' N ="'And'operator
P(A B)=P(4)x P(B) )

IfA and B are two events arel mutgall!gxdusive events

Then P(AuU B)=P(4)+P(B)~ P(AnB)




Where p(4 NB)=0

P(AUB)-—:-P(A)+P(B)-0
P(4UB) = P(4)+P(B)

Conditional Probability:

IfAand B are two events, the conditional probability of B, when the eventA has élready
happened is denoted by 2

°

P(_.Q)_P(AnB)
4)" P4
T PARB =P .

—

i =05

' Sﬁni!ar!y conditional probability occurrence of A assumihg that the e
happened is denoted as 4

vent B has already
g | QJ
A)_P4nB) : ) " |
P ( B J" P(B) C
y s i ~C
P(AnB) = P(B)x P(F) :

o From the equations | agd |y ’6
: P(AﬁB)@):P(B)XP(—g—)




Bay's theorem or Inverse Prdbability theorem:

" Statement:

- Let Ey, E3, E3jeeeee Ep @TE mutually eXclusi\_}e events agd P(E)#0. Therefdre any arbitrary

- | )
event-A which s subset of |_J E, such that P(4)>0then

=1

A
) P(E)P (E}

B gl

-

Proof: | ‘ r
P(ANE)  PANE) |

A=(AmE,)u(4ﬁE2)u(4er3) ~~~~~~ Q(Angfl"




e

P(A) > P(AAE).

L A
. Pl=|=
- P(AN E)) in second equation

% vol A

| P(A)«ZR:P(E,)P(EIJ ..... \‘ .......
‘ .P(..E:‘L)._P(AF\E:)\

- \4) P4

The inner circle represents the event “A”, A can occur along with the Ey, E3 E,
mutually exclusive and exhaustlve events That is, 4 NE, AN EZ,Ar\E,

mutually excluslve events,
P(du B)=P(4)+P(B)- (AN B)
If events are mutually exc‘lusiﬁ P(AnB)=0

P(AUB)=P(4)+ P(E)

A=(ANE)U(ANE DYV(ANE)~ V(ANE)
P(4) = P[(AnE,)u(AnE DV(ANE)—— V(4NnE)]
' -P(AnE,)+P(AnE)+P(AnE) ~~~~~~ +P(ANE

f=q

By using conditional probability

PUNE) QJ
P(E)
f(An@):P(E;)P(iJ ............................ .(ID)
) E, % .

stituting equation (T) -

........

....... -« Epare
ANE, are also

——.
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Discrete Distributions

' Binomial Distribution:

Definition: Let X be a discrete random variable it assume only Non — peg

probability mass function is defined by

f’(X =x)="C,pq"”" | X=123...

Where n = No. of trials . . ‘
- x=No. of success %
p = Probability of Success ' .\ ‘ -
q = Probability of fajure %
e

Conditions/Assumptions, 4{5:'

1. The no. of Pdalshust be fixed that “n”.
2. Probability of Stgcess (p) value must be constant.

3, Thgn f trials must be independent to each other

1. Binomial distribution mean is ‘np’
2. Binomial distribution variance is 'npq’
3. Binomial distribution standard deviation is’

PP

_ Biased —.coin or coin is unknown

If biased coin is tossed then the probability of getting head is not equal to probability of

getting tail.




Unbiased ~ cojn or coin is known:

of getting tail,

Poisson distribution: - . .

Positive values or non — Negative values than the proba
-4 9x
el
PX=x)=2 4
x!
Assumptions:; -

———" e o | e

1. The no. Of trials i infinite or large, ie,

2. Constant probability of suvccgss Is small Le,

3. np (Binomial mean or parameter or average =
" parameter. '

Properties;
1. Poisson distribution Mean is

2. . Poisson distribution varignce j&
‘3. Mean and variance of Poi

is passion distribution Mmean or

¥,
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Normal Distribution:

If X is continuous random variable and is said to follow normal distribution ‘then-the -~/

' probab‘al’ity density functionis given by

®

= e 3
«/27: ‘ : -
-0 <, X € 0 ) (ﬁ;
—00 < S <0 .
0<o < %
' %

PropertnesIAssumptions. .
o 1. The random variable is must be contmuous , ‘ ‘ i
Normal distribution meanis M :
Norr_nal distribution variance

Normal distribution standard deviation

Mean and variance of the normal distribution &g ¢ led parameters. .

SRR

Where 7' is the standard normal .:’ Atton

" Then z-—m-m * |
Normal curve is sy'@Qi:al curve.
| Y

if X follows standard normal dnstnbutnon then probabihty dencity function is given by’




2. Many

b+ e .

! , gdribution then the
- probability distribution then the probability density functio S ENen by ™ % T T
| Sx)=2e% (\J
: 0<x<ow QJ i
Assumptions: ‘ ' )
& 1. Exponential distributi 3an is ) then exponentia distribution variance s :1—12— Then
; ® ’ .

A continuous distribution variable ‘X’ Is said to follow exponentiaf &

exponential distrib

of the sampling distributions (chi-square,
distributions for large sample theory,

3. Normal distribution finds the large applications i
for setting control limits, .

t, F distn’lbutions) tends to normgl

statistical quality contro| in Industry

Exponential Distribution:

1

— -~

{on standard deviation js

2. Mean and nadyrd deviation of the exponential distri_bution are the same,
3. Itassume on} O - negative or positive valyeg

4, Expon

tial distribution curve is right side curve or Positively skewed.

§
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Random random

ayrious ways, Diff,
thods of sample

erent Situations Causes
for different met .

Random sampling
Non Random Sampli

bability Sampling method,

'Un—Rcstricted Sampling
Restricted Sampling
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Un-Restricted Sampling: =3
» . ' . " L]

simple Random sarpling:

ection of a sample in such a way that each and every

It is the method. ‘of sel
cluded in the

member of population or universe has an equal chance or probability of being in

sample.
It Is two types of Methods:

1. Lottery Method
2. Random numbers method -

_ Lottery Method
obtaining a random

It is the simplest, most common and impor
verse are serially

sample. Under this method all tf ‘; H 1"1 bers of poplil&ti
numbered on small slips of a papRiiliRbLE

vibrating the drawn. After mixing, the %
one according to the sa number O

b Merits:

I
* mmmnm"'% o

> ltis snmple and o apply

(m epresentaUVe .

gl

ledge of the true composition of the universe sampling

b

> It |s b:as

»> 1t does not re
errors are easily ass “m

Restricted Sampling methods

Itis three types:

1. Stratified sampling.
2. Systemati‘csampling
3. Cluster sampling.

Stratified sampling




:

= =z B
g In stratified random sampling the pﬁbutaﬁon is divided into strata (groups) before the %

sample is drawn, Under stratified sampling the populatior is divided into several sub-populations that
are individually more homogenequs than' the tota) Population (the different sub-populations are called’
‘strata’) and then we select items from each stratum to constitute a sample. Stratified sampling is

suitable In those cases where the population js heterogeneous but there is homogeneity within

each of the groups of the strata, : .

Advantages:

I tisa representative sample of the heterogeneous population,
I It gives higher statistical efficiency
. itisa self-weighting sample -
IV. Population mean can be estimated by calculating

Disadvantages:

L ltmaybedifﬁculttodividethe ol i M geéliih
Il. There may be over fapping of d R i e illlation w, M" provide an
. L il ,’

“unrepresentative,

In this meth ve

sample units are dj ‘. | i ”ﬁﬁ”ﬂm m” )

[

" ' smémﬂc'Sampnug: _
5 : éed in order and the
' .

There are 3 steps:

1 q ing interval K is g i

ation | "ﬂ"ﬂ”ﬂ

il ample

2.One unit between the first a ,m, }P the population ljst is randomly chosen,

3. Add K™ unit to the randomly chosen number,

Example: Consider 1000 households, from which we want to select 50 units, To sele;t the first unit, we
; randomly pick one number between 1 to 20 say 17. So our sample is starting with 17,37, 57.......
; Please note that only first item was randomly selected, The rest are systematically selected. This js a

Advantages:

——
H
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It is most suitable where the population units are %ﬂally numbered or serially
arranged )

¥ |t requires less time
% Itis cheaper than simple random sampling _

. » Itis easy to check whether every K™ unit is included in the sample
} It is statistically more efficient then simple random sampling

Disadvantage: It maynot provide a desirable result du ge variation in the items selected.

Cluster Sampling:

Cluster means group. In Cluster sampling, homog_ lation Is divided into

these clusters are

Suppose, a researche ‘ : ' f1zoo‘ holds out of
' ‘ deiiit » : . individual households
would be difficult to select Bt ;

r““ , pu!d be too costly to
prepare. Instead, h n se "‘m d . The knber of wards to be
selected depends o avejHdn eholds per ward. Suppose, the
average number of h 3 six ycomprise the sample size of
1200. The application o ter sampling in social sctite rescarch, demographic studies, large
scale sumfms of political a c;al behavior, attitude fgh i‘ ey.
Merits \llmm ||““m“

e Cluster samp uch ier and much easy to apply. It Is widely applied when

population is |arge
e lts costis much less con{mgg ther sampling methods.
« It promotes convenience of ord as it could be done in compact places.

Non-Random Sampling Or Non-Probability Sampling method

In this type of sampling, items for the sample are selected deliberately by the researcher; his
choxce concerning the items remains supreme.

|. Purposive sampling
. Quota sampling
. Convenience sampling

N ¢




Suppose i,

Select 1% of them based on quota samplingdif
1“' i {

- Follou(s d ,
Example; Clésslﬂcatl of H”
| Category | I:: i ota
Genera uf!x‘lz:z" ; ” 1000 ’
Uy,
‘Sport 600

NRI 100

SC/sT

Total

:{’,“
i

1

l’

IIMIIHII

f

|

00,000 students are appearef]

b

subjected to mathematical concepts used fn computing sampling

It Is also known as Judgment
In it and so the sample drawn

the basic Parameters of the
ed with quotas of no. of

e need to
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' Advantages of Random or Probability Sampling

i
!
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Un-Restrictéd Sampling
Convenience or Accidental Sampling:

The convenlence sampling Is a non-probability sampling and selecting sample units based
on just ‘hit and miss’ fashion lLe., Interviewing people whatever sampling units that are
convenlently available, This method Is also called accidentally are included in the sample ifa
person Is to submit a project report on Iabor-management relations In textile industry and he
takes a textile mill close to his office and interviews some people over there, he is following the
convenience sampling method.

1. Random sampling’s objective is unbiased. As aljips
_superiors or even before the court of law. '

3. It provides a more accurate me : g Qi out c lstlcs of the

population as the parame
4. MWtisused to draw the

5. The samples may b valustat ORERTIE mplished by different
individuals. m ' )
q l|| ly,
l! Iinnms!lllwm )
Def‘mt hen the datal collected by samplin‘ 5m a population, the most important
p
objectuv jstical anal to draw infere generalization about that population

from the ln embodi the sam ical estimation, or briefly estimation is
concerned with t cls b ich populatuon characteristics are estimated form sample

information. ““m

With respect to estimating a para g‘l\! ;fhe following two types of estimates are possible:

> Point estimation
> Interval estimation

Point estimation

The point estimation in a single number which is used as an estimate of the unknown
population parameter. The procedure in point estimation is to select a random sample of ‘n’
observations Xy, Xz, X3 ... Xo from a populatiort f (X, 8) and then to use some preconceived

e

method to arrive from these observations at a number say 8 (read theta hat )which we accept

6




e h

as an estimator of @, the estimatoéﬂ s a si

A . .
hame point estimation, g depgnd‘s on the
hence, it too s 2 random variable with its own sampl;

{Notes: The symbol @ js generally used to denote a Parameter that coylg be a mean, median or
Some measure of variability, etc.} g ‘

lnte‘rval estimation or confidence level:

rovides one single value of the
HIRIRL Is a statement of two values
between which s estimated that the Parameter lies,' Bi¥al estimate would always be
specified by two values, j.e., the lower one and the upperifith, HHith, e technical terms, interval
estimation refers to the estimations of 3 Parameter by a r Hyal called the confidence
interval, whose end points Land U with fjifiyed random variables -
such that the probability that the ineqyfisl :

number, L and y are.called the confidailh
estimate, B

Hfwe estimate the e Income of the ) f, !l Rs.875 it will be a
point estimate the averag¢ g UINE ) Rs.950, it will be an

interval estimate. l]

0
On compaﬂn: e twcmwmmymmu mﬂ n wem’ )that point estimation has an

advantage as much asit ides and exact value fo, Paraméter under investigation,

Propé‘lg fa good Eimator:

L 4
A distinct de be an estim‘ t’nd an estimator, The numerical valye of the
sample mean is sald f the Population meap figure, for example, the sample
mean x js an estimator of t
A good estimator, as com e dictates, js close to the parameter being estimated,
Its quality is to evaluated in terms of the following Properties,

1. Unbiasedness: ' "

E(&)y=0 many éstimators are ’Asymptomatica”y Unbiased” in the sense of the biases reduce
to practically insignificant values zero when ‘n’ becomes sufficiently large. The estimator s?jg an
example, . .




ﬁ

2, Consistency:

s ‘ Jﬂ

» ) -
If an estimator, say @ , approaches the parameter & closer and closer as

the sample size ‘n’ increases, 6 is said to be a consistent estimator of 0 . Stating somewhat

more rigorously. The estimator 9 is said to be a consistent estimator of @ if as ‘n’ approaches

infinity, the probability approaclies 1 that
an arbitrary small constant.

& wil differ from the parameter 6 by not more than

3, Efficlency:
Ry variability of an estimator. If two

"The concept of efficiency refers to the safjet i’
il variance (for, a given sample

competing estimators are both unbiased, the one with thg
size) is said to be relatively more efficient. Stated in a SO erent |an_guage; estimator

0; is said to be more efficient than another estlmator 62 fohls th nce of the estimator,
jith diitarou mparameter being

the more concentrated Is the d:stnb i

estimated. .
An estimator, ;,H (i ‘ },_ uch information as is

possible about the parame -;‘l'l"' hich Is contained TH{jHe i ficance of sufficiency
lies in the fact that if a suf{ i Biolutely unhi . Hlisary to consider any

Nh x
other estimator: a len I “\ation a sample can furnish with

respect to the estima

4, Sufficiency:

Many methods
estnmat&“n“ tisfying these erties.

m‘“‘“\llm\m J
“

Definition: A matrix is defined as a rectangular array of numbers of symbols arranged by
brackets. Now days, it plays major role in modern mathematics, having wide applications.
Matrix Is more useful for practical business problems and therefore, they form animportant
part of business mathematics. The matrix form suits very well for game theory, linear

programming, budgeting for by - products etc.

/’@5 of Matrix:
Addition of two Matrixes: .
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Properties of Matrix Addition:
1. - Matrix addition js commutative, if A+B=p+A

2. Matrix addition is associative, if (A+BJ+C = A +( B+C)Yf
3. For amatrix of A of dimension mxn, if exists another I

e same dimenslon,
such A+B = B+A =0, Then B is knqy of Aand is
denoted by -A ‘ﬂ { m’m _

i __lﬂl*
Matrix Multiplication: il

plication can be defined as no, of
,m)r the given example js

IfAandB arﬁ y trixes then the matrixe

qua [@m@ﬁ"ﬂm]ﬂ} dfna

e
gy

Properties of Matrix Multiplication:

J

i

> Allthe matrices cannot be multiplied by each other. Matrix multiplication js not
Commutative, i.e., AB #BA. '

> Matrix multiplication is associative, i.e., A(BC) = (AB)C.

> Matrix Multiplication is distributive i.e,, A(B+C) = AB+AC

Row Matr;‘x:

°

A matrix which has exactly one row is called row matrix.

9
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.
e

Eg: [2”% 4 - .

Columns Matrix:
~ Amatrix which has exactly one column is called column matrix.

Square Matrix: . {
A matrix in which the no. of rows is equal to no. 0 hﬁl\s called square matrix.

sl il
pa ‘““mm
“““c\m “mn

is zero

)
g W,

are zerois called a diagonal matrix.

Null or Zero Matrix:

A matrix which all th

Eg: [g zL, q“\‘\\“

Diagonal Matrix: }l
‘l all non-diagonal ele

10 “\“\m \h“\ ‘“ﬂm“m

003
Scalar Matrix:
A diagonal matrix whose diagonal elements are equal called a scalar matrix.

500
Eg:l0 5 O
0 0 S

\dentity Matrix: .
A diagonal matrix whose diagonal elements are equal to ‘1’ is called identity Matrix.

ﬂm are matrix in

10

I



B R C e

i

o 100 £
1:[ 0 J Orfo 1 ¢ )
2 0 0 13)6
Triangular Matrix:

Transpose Matrix;

A matrix obt
transpose of ‘A’ and i

Inverse Matrix;

pt of invers
output analy; m ressi

> Using ad joint fa

> Gauss eilmination methjgmm

Cramey’s rule;

c f'a matrix ‘A’ Is called the
' ”l)ix» |
i‘ng simultaneoys équations, inpyt-
ods of finding the Inverse of matriy,




bl
"

i,

b

Examples: . )
> The set of all possible outcomes in throwing a dice. .
% The set of all integers from 1 to 10.
> ’ The set of all commerce students in Andhra University.

» The set of all vowels in English alphabets.

Progressions . i’

Progressions: If we write down a succession of numbers Wi
a succession is called a progression. -

Arithmetic Progressions: Let us consid

| ]i Hon is called an arithmetical

iy

For example: 8-3 =

progression.

Geometric Progressions: NoO lm us consvder the following ssion of numbers

3,6, 12, 192 -

From this successi % guess the p em from which they are written. It is clear that
the ratio of any two cons is the same. For example

g—— 2 -l—g—= 2, f: =72 and so on. Suc h‘zssxon is called a geometric progression.

Harmonic Progressions: Let us consider the following succession of numbers.

111
T

.._‘

From this succession also we can guess the pattern from which these numbers are written. It is clear
that the numerator is fixed and that denominators of all those numbers follow a certain pattern. Infact
the difference’between any two consecutive denominators is always the sanie.

»

12




prior marginal probabilities P(4,), PO, PQ4A,), ... .. =PUL), Let B e an arbitrary event with
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. The demand for a commodity ‘may. depend on jts price and the A
supply. General if there are n independent variables x;, X2, X3, X4,00unnennn,
Xnand y is the dependent variable, then we write,

Y =10, Xo, %3, x4........ 2 X)) :
If x is the production of 4 commodity and R, K, and L a the raw
materials, capital and labors respectively then the production function is

_written as
;£= fR, K, L). 5 |
Types of functions: " " §
Polynomial function: | o ‘ ' ' . ' !

f(X) = ao x. + a| XM’+ a2 X"‘z'f‘..l..o......, + alt-l X + a,.,'

. .
where n is positive integer and a,, a,, By ceereinrnnrnnenn. ay.1, a, are all
constant is defined as polynomial function '

Constant function;:
A zero degree polynomial Mfunction is defined as 4 constant
function .
For example f{x) =5

f{x) = k where k is constant are all constant functions.
Linear function:
A polynomial function of degree one is a linear function. Other

words, y = f(x) = a x + b is linear function where a and b are
constants.



"~ “Quadratic functions; o

¥
2

oty

®
il |

"
T W&
Second degree polynomial function is cilled quadratic function.
“In pthéﬁj@@m“ds, y=f{x)=ax+bx+cis # quadratic function where
aiby¢ are all constants. :

¥
5

*The graph of quadratic function is called parabola. '

' LOgarithmic and Exponential functions:
In the equation ‘

¢ =x,
y is called the logarithm of X to bass.a.

we write this equation in an alternative form

y=log®x,x>0,e>0,e#1.
This is called the logarithmic functions

Exponential fanctions: , V
An exponential function is of the form, ¥

x = ¢’ | e > 0 where ¢ is the base
it should be noted that an exponential function is different from
linear function like y = ex or x = Ky and power furictions likey =
[ .
x* or »

x=
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sting of Hypo’thasis
— = 7 Ypothesis

E>= =2 xmple: Suppose there are 3000 students in a coj

€ge and 250 ¢ .
estixxrate the average height of students, udents ae Selected i order to ' / ‘
Thhis number of 250 students

constitutes sample anq the tota) nimber ’

_ 1 Hte of 3000 Students ;

. walation, ?
poIr> )

Pa x-aoaeter: Populatiop Constants [
pax«a_xxlcters.

, 41 .
e ————
PR P

=% - TT—— —— -
(4-2)121 :
4><3><2x1 i

B 2x1x2x]

/
‘c2=6

(L2,3,4)=(1,2), (L.3),(1,4),(2,3), (2,4),(3,4) |




Test of Hypothesis or Test of significance: A very important aspect of the sampling theory is
the study of test of significance which enables us to decide on the basis of the sample results.

The deviation between the observed sample statistic and hypothetical parameter value,

A test of statistical hypothesis is a two action decision problem after the experimental
sample values have been obtained the two actions being acceptance (or) rejection of hypothesis
under consideration. ‘

Testing of hypothesis are two types:
» Null hypothesis ( H,)

> Altemative hypothesis (H,)
Null hypothesis (H,)

It is usually a hypothesis.of no difference is called null hypothesis. It is usually denoted

by “H,”. It should be completely impartial and should have no brief for any party or company

nor should be allow his personal views to utilize the decision.
Example: Let us consider the light bulbs problem. Suppose that the bulbs manufactured under
‘some standard manufacturing process have an average life of “ hours and is proposed to test a
new procedure “” for manufacturing light bulbs. Thus, we have two populations of bulbs those
manufacture by standard process and those manufacture by new process.
In this problem the follbwing three hypotheses may be set up
1. Standard process is greater than new process.
2. Standard process is less than to new process
3. There is no difference between standard process and new process.

Null hypothesis ( H,): There is no difference between new process and standard process.
Aitemative hypothesis ( H,):

Any hypothesis which is complimentary to the null hypothesis is called alternative
hypothesis, which is denoted by H, .

""Bxamplé: ‘Above Tight bulbs alternative hypothesis (H, )"ié‘:"NéW“jjﬁic‘e§‘s’Ts‘!)-ett“ef than standard

process (or) new process is inferior to standard process.

Let us, suppose that the bulbs manufactured under some standard manufacturing process
have an average life of © 21 * hours. If * 1, " is the mean life of the bulbs manufactured by the new

process.




One Tailed apng Two Tailed test:

One Tailed tegt. A test of any statistica] hypothesis where the alternative hypothesis is one tajleq
[left tailed or righ¢ tailed] is called as ope tailed test, : ‘ "

Two Tailed test: A test of Aany statistical hypothes;s where the alternag;ye hypothesis two taijeq
test such as ny hypothesis Hy:py = /L against the alternative hypothesis is Hy gy M is
known as Two Tailed test. _

Type ~I Error (o ): Reject Nujl hypothesis (Hy) when it s true. Probabih'ty of Type I error is
Probability of type eror P(Type - )= o

Type —II Error (4): Accept Nul| hypothesis (H,) when it is wrong,
Probability of type ~II error P(Type - nH=p

Procedure for Testing of Hypothesis:

We know Summarize beloy the varioug steps in testing of Statistica] hypothesis in a
systematic manner,

1. Null Hypothesis: Set up the Nyj| Hypothesis (H,)

pareﬂre‘calcdlated‘VaIUE‘OfZ‘with table vatue of (Z,) =
If calculated va)ye of Z is Jess than tabujateq value of 7 then we accept ny|| h)’POthCSiS,at
certain level of significance.

If calculated value of 7 g greater thun tabulated value of Z then We accept alternatjve
hypothesis at certain Jeye] of significance,

T
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 Applicationsof t—test:

Small Sample Tests

’~—“_—_‘—__//
The sample size is less than 30 (n<30) this type of sample are called small éamples.
In this section, we will study the following test.

t —test for single mean

t-test for difference of two mean (unpaired t -test) -
Paired t —test

t —test for single correlation

F-test for single variance

2* - test for single variance

2 -test for goodness of fit.

vV YVYVYVYY

t _~—test

LetXi(1=1,2,3,4 ..n)bea random sample of size ‘n’ drawn from the normal population with
mean g and variance o the t—test is defined as

X - U |
f = —s5—
‘ S
/n
Where x = Sample mean
4= Population mean
S = Standard deviation

S = ,_Z...(.’f_:._{)_

n-—1
n = number of samples or observations

The t — test was wide no .of applications

» To test the significance difference between sample and population mean
» To test the significance of the differencé between two means.

» To test the significance of an observed sample correlation co — efficient and population
correlation co-efficient.

)
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If a random sample of sjze *y has been drawn from the normal population with specified

Now under the nyJ hypothesis A o » the test statistic tis given by
7~
t = T follows (n-1) degreeg of freedom

N~

Where x = Sample mean
# = Population mean
S = Standarg deviation

s;‘/zm’(;f:.T"f_

Conclusion: Now we compare the caleulateq Value and tabylageq value,
If calculated valye of' t is lesg than tabulateq value of ¢, then we accept nuj| hypothesis (H,) at

certain level of significance, ‘
If calculated value of¢ s greater than tabulated vajye of t. then we reject nyjj hypothesis (H,) at

certain level of signiﬁcance,

e ———— ——
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Assumptions:

» Sample observations have drawn from the normal populations

» Sample observations are independent
» The population standard deviation is unknown.

Test for Difference of Means (unpairéd t —test)

‘Suppose we want to test if the two independent samples x and y of sizes n, and n, have

been drawn from the same population.
Null hypothesis:

There is no significance difference between two means. Now under the null hypothesis
H, the test statistic t is given by.

x—v .
t= ‘ yl follows (n,+n,-1) degrees of freedom

S |—+—
n n

Where n, = no. of observations of first sample.
n,= no. of observations of second sample.
x = First sample mean

y = Second sample mean
S = Standard deviations of two samples.

o [Ee- =X o=y

n+n, -2

- ~Conchisiom 'N()”W'We—?:ﬁ'ﬁfpé_fé"ﬂle calculated Value"a"nd tabilated value, T
If calculated value of t is less than tabulated value of t. then we accept null hypothesis ( H,) at

certain level of significance.
If calculated value of t is greater than tabulated value of t. then we reject null hypothesis ( H,) at

certain level of significance.

=




- Confidence interval for I —m| ie., for the difference in the two means of independent
. .- I 1
populatmn; formulae is ’x’“;"i(’}ab)s /-’.2‘.,+.';;

?3% Confidence limiits for |14~ 10 are =31t Gyppps [L4 L
non

99% Confidence limits for |44 ~ 14 re ,} -}" +(t,)S P‘*“‘L
‘ T noon

70% Confidence limits for |1 — 45 are F-3fe tous LT
. " n,

Paired ¢t — test for difference of two meang

Suppose two samples are not independent but sample observations are paired (n, = n, ) together.
The pair of observations ( ¥)i=1,2,3 .. n corresponds to the jth sample unit. To test jf the
sample means differs significantly or not.

For example: if we want to test the efficiency of a particular drug say for inducing sleep. Let
(%,3) be the readings in hours of sleep of the jth individual before and after the drug is given

test
Null hypothesis: There is no sigin'ﬁcance difference between two means

Now under the nujj hypothesis ( H,), the test statistic ¢ is given by

d )
f = follows (n-1) degrees of freedom
|om—— N/ T _ _
‘“ Wheie d = ..y

7=n0. of observations (n=n = n).

o [Dw-ay
- n-—1

e e



Conclusion: Now we compare the calculated value and tabulated value. :

If calculated value of t is less than tabulated value of t. then we accept null hypothesis () at
certain level of significance. \

If calculated value of t is greater than tabulated value of t. then we reject null hypothesis ( H,) at
certain level of significance.

Confidence interval for difference between the two means formulac is ‘E\i (ts) %
; n
95% Confidence limits for difference between the two means are \E\i (to0s) -'-gf
n
99% Conﬁdenoe limits for difference between the two means are P\:t (to.m)‘“"j""
. n

90% Confidence limits for difference between the two means are \E\i (to_,o):/i-
n

Degrees of Freedom:

~ Degree of freedom is no .of observations — no of independent constraints. Tt is
used to find tabulated value for Small sample tests 22 test, t —test and F —test).

Chi — Square (z*) — test

A very powerful test for testing the significance between the theory and experiment. It
was first discovered by Karl Pearson.

If0,(i=1,2,3 n) is a set of observed frequencies and if E,(1=1,2,3,...0) is a set
of expected frequencies then chi — square (x*) is given by

n

0 -ENV | e
N o Z“&"E‘LX follows (n-1) degrees of freedom

&

Conditions or Properties:

» The sample observations should be independent
% Sum of observed frequencies = sum of expected frequency (ZO‘. = Z E)
» The total frequency () should be greater than 50.

’
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> Theoretical ce]] frequency should be greater than §
If any theoretical ce] frequency js Jegs than 5 then for the app] ication of chj — square test

it is pooled with preceding or Succeeding frequency so that the pooled frequency more
than 5 and exist for the degrees of freedom last jn pooling,

> < Analysis of Variance (ANOVA)

Analysis of variance js a Powerful statistica] tool for signjﬁcanﬂy the test based on t - test is an
adequate proceduyre only for testing the significance between the sample meang, ‘

In a situation when we have two or more samples to consider atatime an alternative procedure js
called analysis of variance. .

Eg: Suppose five fertilizers are applied at random to four plots each in a field consists of 2( plots
of the same shape and same Size and the yield of wheat oy each to these plots is given we may be
interested to finding oyt Wwhether the affect of these fertilizers the yields js significantly different
or in other words, _

The answer of this problem js providing by the technique of analysis of variance
(ANOVA) s to test the homogeneity of the severa) means (more than twe means),

Assumptions for ANOVA test:

following

> The sample observations are independent

> One way classification
> Two way classification,

— e e e —
———————

ANOVA test is based on the feq; satistics F for the validity of the p test in ANOVA the
assumptions are, .

"o et om

e ————————



Sample”.

Large Samples

If the sample size in greater than or equal to 30 (n 230). Then it is called a “Large

In this section, we will study the following tests which are based upon on a large sample

» Test for single mean

» Test for two means

» Test for single proportion

» Test for two proportion

»Test for two standard deviations
» Test for single correlation

» Test for two correlation

Test for Single Mean

Let Xi (i = 1, 2, 3... n) be a random sample size ‘n’ drawn form a normal population with
mean 4

Null hypothesis: There is no signiﬁcénce difference between the sample mean and the
population mean.

Now under null hypothesis ( H,), the test statistic is -

[x - #| |
o (If standard deviation is known)

NS

Where x = Sample mean
B = Population mean

Z =

o = Standard deviation

- |
< (If standard deviation is unknown)

NAY

7 =

10




Where s = Sample.Standard deviation,

If calculated value of Z is greater than tabulated value of
hypothesis at certain leve] of significance,

90%
n

population with meap #, and varianceo,?,

Z then we accept alternative

Null hypothesis (H,): There is no significance difference betweep two population means,

Now under null hypothesis H, the test statistic s

———— . e e
X1 — X
Z = —
o o,
—— b2

= 1o. of observations of first sample,

Where n,

———,

e L e . et S -

!
i -
i
! v . - N
o . ,
] i . . !
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n,= no. of observations of second sample.

%= First sample mean
x2= Second sample mean
o, = Standard deviations of first sample

o,= Standard deviation of second sample _
ed value of Z with table value of (Z,)

Conclusion: Now we comparé the calculat
If calculated value of Z is less than tabulated value of z then we accept null hypothesis at

certain level of significance.

If calculated value of Z is greater than tabulated value of Z then we accept alternative

~ hypothesis at certain level of significance.

Confidence interval for |14 — g4 ie., for the difference in the two means of populations

' 2 0,22

formulacis ¥ 4;z‘i(Zm)v%

n
S o o
95% Confidence limits for |y,-— ;z,l are |xn-—xz|i(1.96) el T 2
: ",
_ - ol ol
99% Confidence limits for |p,- y,l are lx.-—-x2|i(2,58) b e B
B
o Lo

90% Confidence limits for |4 — 4| are [x — 2| £(1.645)
o mn

Test for Single Proportion

If a random sample size of n. let X is a no. of persons possessing the given attribute. Then the

sample proportion of success isp= X , we have proved that E(p) =P .
n

- -—utt-hypo
population proportion.

Now under null hypothesis H,, the test statistic is
! 7 = lp,:_ﬁ_l.
4 Po

i

12

thesis (H;): There is no signiﬁc_ance"-difference‘bctweén sample proportion -and T[T T




Where ‘p* = Sample proportion
P = Population Pproportion
Q=1-p

R=n0. of observations or samples
Conclusion: Now we compare the calculated value of 7 with table value of (Z,)

If calculated value of Z is less than tabulated value of then we accept null hypothesis at
certain level of significance, :

If calculated value of Z is greater than tabulated value of Z then we accept alternative
hypothesis at certain level of significance,

95% Confidence interval for Population proportion P are lp - Plx(1 .96), /f—Q-
n

99% Confidence interval for population proportion p are , p- P[ t(25 8)‘ ’-{,-Q—
n

90% Confidence interval-for population proportion P are lp -P|£(1 645), /fg
n

Test for two proportions

Let X, x 2 be the number of Persons possessing the given attribute A in random samples of sizes
n, and n, form the two populations respectively. Then sample proportions are

=2

Null hypothesis (H,): There is no significance difference between two population Proportions,

Now under null hypothesis #,, the test statistic s

+ —

feimes cmnem _.._—.._—...-—..-.--.__. —

i
i
H
IR S .
i
i
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Where n, = no. of observations of first sample.
n,= no. of observations of second sample.

Z=

p, = First sample proportion
p,= Second sample proportion
P = Population proportion

poMPt P,
ntn, '

Q=1-P
Conclusion: Now we compare the calculated value of Z with table value of (Z,)

If calculated value of Z is less than tabulated value of z then we accept null hypothesis at
certain level of significance.

If calculated value of Z is greater than tabulated value of Z then we accept alternative
hypothesis at certain level of significance. ‘

Confidence interval for |P,—P| ie., for the difference in the two proportions of populations

formulac is |p,— Pa|t (Zis) ’PQ(J_+__I_)
n n
95% Confidence limits for ]P, - Pz‘ are ‘ D— p1|_t(1 .96) PQ[—L-;—-‘-}
[ . J mom)

99% Confidence limits for |P—B| are |p,—p,|+(2.58) ,PQ(J— + .‘.-)
noom
90% Confidence limits for |~ 5| are |p, — p,|£(1.645) JPQ(J— +_1-.]
noon
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L. Arithmetic mean
2. Median
3. Mode
4. Geometric Mean
5. Harmonic mean

1. 1t should be rigidly definegd

2. Itshould pe €asy to understang and

~ Simple Arithmetic Mean:

Mean is obtaineqd by adding together all the items ang by divid
items,

e

Mean for ungrouped data

ing this tota| by the no. of

Let ‘X’ takes avalues x,, X2, «ey Xn be “n”

SRS

e
o

e

s g —
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Arithmetic Mean for Grouped data

Discrete Series:
Let ‘X’ denote Xy, X2, X3, oo Xn, and their corresponding frequencies are £y, f2, fa, oo oo

then arithmetic mean is.defined as

7 25
N
Where N = f

Continuous Series:

Let “m” denote my, Mz, M3yeeeeme my, and their corresponding frequencies are fy, f2, f3, e

Fothen arithmetic Mean is defined as

72
N
Where N= ). f

Merits:

1. ttis rigidly defined
2. Itiseasyto calculate and easy to understand

3. Itis based on all observations
4. Itis suitable for further mathematical treatment

Demerits:

1. 1t may not be represented in actual dataso itis theoretical

2. The extreme values have greater effect on mean

3. It cannot be calculated if all the values are not known

4. Mean may lead to fallacious conditions in the absence of original observations

Median:

Median of the distribution is the value ot the varlable which divides it into two equal

~ parts




]
Median = ( %-I-J term

In case of even number of observations there are 2’ meddle terms and median js obtain
by taking the arithmetic mean of the middle terms,

. n_p
Median = 3 and o+ 1" terms

Median for Grouped data: when the date s grouped, Then Geometric mean is
Discrete Series:
When the data js the discrete series then Median js :

The steps for calculating Median are given below:
1. Find2 Where ¥=Y" s
2 :

2. Cumulative frequencies (c.f) is just greater than (>)—;!

3. The corresponding value of “x* Is Median

Continuous Series:

When the data is continuous series then Median is

Median = L+—{Z~ iv«-c)
VAW

Where L = lower [limit of the median class
Cf= frequency of the median class

C = cumulative frequency of the ¢lass p'receding the median class.

N =total frequency ( 2.0)




Merits:

1. it rigidly defined-
2. 1t easy to understand and easy to calculate
"3 It can be calculated for distributions with “open —end” class. - B
4 _
5

. Itis not affected by extreme values
it deals with the qualitative characteristics.

Demerits:

1. itis notsubjectto algebraic treatment
2. It cannot represent’ the irregular distribution series.
3. Itis positional average and is based on the middle item

4. It does not have sampling stabihty
5. |tis an estimate in case of a series containing even number of items

Mode:

Mode of the distribution can be defined-as most frequently occurring values.

Examples

1. The average helght of an India (Male) is 5-6™.
2. The average size of the shoes sold in a shop is “7"

Mode for ungrouped data:

X:5,9,6,5,7,5,10,35,78.
Here Mode is '5'. Because 'S’ is most rcpcated value

Mode for grqupéd data: .

Discrete Series:

When the data is discrete the mode of the given distribution as the following steps:

value of the variable noted in the first column.
Frequencies are noted in second column.

sum of 2-2 frequencies are noted in third column.
tgnoring the first frequency and sum of 2-2 frequencies in fourth column.
Ssum of 3-3 frEQUenaes noted in the fifth column.

Ignoring the first frequency and sum of 3-3 frequiencies are no

F”.L".*"'S*"N!‘"

ted in the sixth column.
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7. lIgnoring the two frequencies and sum of 3-3 frequencies are noted in seventh column
and ) - . :
8. Repeat this procedure as our requirement, )
9. After completing the table and identify the maxi :
write down the Corresponding value of ysis table and take which
! value is most frequently occurred,

Continuous Series:

When the data js continuous then mode is

Mode ==Z+ *-['~:~[Q-—.. Xh

2h=h~1,

¢ Where L= Lower limit of the model class
fi= Frequency of the modal class
f& Frequency of the precéding model class
fg Freﬁuency of the succgéding model class
_horc=width of the class interval,
Merits:

- 1. Modeis readily comprehensible and easy to calculate
Mode is not alf affected by extreme values,
3. Mode can be conveniently loc
ihtervals of unequal magnitude.

4. Provided the'model class and the classes proceeding and %ucceeding if all the same
magnitude.. ’

N

5.- Mode is the average to width used to used to find ideal size

Example: Business forecasting in the manufacture of readymade garments, shoes etc:

6..' It can be located in some cases by inspection.

.



&

Demerits:

1. There are different formulae for its calculations which ordinarily give different
answers. ' ' - '
2. Mode is determinate some series have two or more than two modes.
3. It cannot be subjected to algebraic treatments. .

St

For example: The combined mode cannot be calculated for the modes of two series.

4. 1tisanunstable measure as it affected much by sampling fluctuations.
5. Mode for the series with unequal class intervals cannot calculate.

Geometric Mean:

~ Geometric mean of a set of 'n’ observations is the ™ of their product. Thus, geometric
mean is denoted by “G”. '

G.M for Ungrouped Data: when the dateis ungrouped. Then Geometric mean is
1 .
G = Anti log(z—ggi)
n

G.M for groped Data: when the date is grouped. Then Geometric mean is

Discrete Series:
!
G = Anti log(zf ogx)
N
where'N'=Y. f

" Continuous Series:

1
G = Anti log{Z fo)g m}

Harmonic Mean:

_ Harmonic mean of a number of observations is the reciprocal of the arithmetic mean of
i the reciprocal of the human values '




» » . *

Harmonic Mean for Ungrouped data: when the date js Ungrouped. Then Harmonic mean is

HM 2565

Harmonic Mean for grouped data;

when the date js grouped. Then Harmonic mean is
Discrete Serjes:

Cdntinuous Series:

N

M=

2(%)

Measure of Dispersion
%‘M

". We study dispersion to have an idea of
called as ‘Measure of Dispersion’,

e measure of centra tendency,

1. It should be rigidly defined -

l
- It should be easy to calculate and easy to understand T : '
It should be based on all observations.

Itshould be amenable to further mathematical treatment,
It should be affected as little as possible by fluctuations of sampling.

Vv A w N

Measure‘of'Dispf:rsion as follows;

> Range
¥ Quartile Deviation




» Mean Deviation
» Standard deviation

AR.ange:

Range is the difference between the maximum value and minimum value of the given

data.
Range = Maximum value - minimum value

] Maximum value - Minimum value
Co-cfTicient of Range = - Y
i Maximum value + Minimum value

Quartile Deviation:

1t is the difference between third quartile and first quartile of the data divided by two.

Quartile Deviation (0.D)= _Q_§ "Z'QI

] o Co-¢fficient of Quartile Deviation = -0
0,+0

Mean Deviation:
Frequencies distribution, then mean deviation from the average “A” is given by

Represents the modules are the absolute value of the deviation then the sign is igrored.

* Ungrouped series:

" Grouped series ():

standard Deviation:

J _ So usually denoted by the Greek letters “o” is the square root of A.M of the square of

" the deviation of the given values from their A.M.

L Standard deviation for Ungrouped Data:




| Standard deviation for grouped Data:

v - iy DI
S X

=

Discrete series:

when the data s discrete serjes then standard deviatigh is

Co~ efficient of Variation:

100 times the co — effic

ient of dispersion based upon standard deviation Is calléd co -
efficient of variation.

' . .. o
Co-efficient Dispersion =
X

Co -effiecient of Variation ==fgx 100
- x

n between two series. A Serjes which has less co-
efficient of variation that series has more homogeneous. A series which has large co-efficient of
variation that series has more heterogeneous. :




skewness

- :
skewness refers to the asymmetry-or lack of symmetry in the shape of a frequency

distribution. When d;smbution is not symmetrical (or asymmétncé]) it is called a skewed
dustnbutnon The concept of skewness gains importance from the fact that statistical theory is

often based upon the assumption of the normal distribution.
Types of Skewness:
Skewness may be three types

1. Symmetricai distribution
2. Positively skewed distribution
3. Negatively skewed dastnbutlon

symmetrical Distribution

Mean = median = Mode

it is clear from the above diagram that in symmetrical distribution the value of mean, median
‘and mode coincide {mean = median = mode). The spread of the frequencies is the same on

: both sides of the centre point of the curve.

- positively skewed distribution

N

Mean Median Mode i

10




Mean Median Mode

Mean— Mode 3(Mcan—Median) '
Sp =28 (o, 3Mean-Median)
sDEey F SD(o)

Bowley’s coefficient of skewness :ltis based on Quartiles

S - O, + o - 2(Median)
) Qs “Q
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Kurtosis

" Kurtosis is-the degree_df peakedness of a distribution usually taken relative to a normal.
distribution. Kurtosis in Greek means “pulginess”. In a statistics kurtosis refers to the degree of '
flatness ‘or peekedness in the region about the mode of a frequency curve the degree of

- kurtosis of a distribution is measured relative to the peakedness of normal curve.

In other words measures kurtosis tell us the extent to which a distribution is more

t —topped than the normal curve. If a curve is more peaked than the normal curve

peaked or fla
d than the rormal curve, it is called

is called ‘leptokurtic’, if a curve is more flat-toppe
‘platykurtic’, the normal curve itself is known as kurtosis of excess.

The following diagram illustrates the shape of three different curves mentioned above,

M =Mesokurtic -
L = Leptokurtic
P = Platykurtic

" The above diagram clearly shows that these curves differ widely with regard to convexity, an
“Kurtosis”, Curve ‘M’ is a normal one and is called

attribute which Karl Pearson referred to
'mesokurtic’. Curve is more peaked than ‘W’ and is called Leptokurtic (L). A leptokurtic curveis

narrower central portion and higher tails than does the normal curve P is less-peaked and it is

{ _ called ‘Platy kurtic

12




Correlation

First we know some basic terms; - ———

Uni-variate Distribution: the distribution WB'CQ/mvolveS‘one variable is called Univariate
distribution ' '

distribution.

/ Corfelation:

The relation between two variables is calfed correlation. It s used to measuré the
relationship between two variables,

Positive Correlation”

If two variables deviated in the same direction, |f Increase in one variable in 5
‘ corresponding increase in other variable. (Or)

If decrease in one variable a corresponding decrease i the other variable. This js the
same direction. Thjs type of correlation is called positive Correlation, -

" . Example;

1. Height and weight of certain Eroup of persong
, 2. Income and expenditure,
3. Rainfall and agricultura| production.

Negative Correlation:

If tow variables deviateq in the Opposite direction. If the increase in one variable i 5
corresponding decrease in other variable. {Or)

Example: price and demand of commodity.
- Zero Correlation or Independent Correlatio;

There is no relation between two variables, Thisis also known ag Zero correlatop

13
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vExamp_le: Beautiful and Intelligence.

Scatter Diagram:
Itisthe simplest way of the diagrammatic representation of the Bi — variate data. For Bi-
variate distribution if the values of the variables (xy) 1= 1,2,3..n are plotted along the x-axis

and y- axis respectively in the xy-plane. ' S

as scattered diagram. From this scattered

The diagram of dots obtained is known
idea whether the variables are correlated or

diagram we can form a fairly good, though vague,
not. ’ ‘
that is very close to each other. We should expect a fairly

Example; if the dots are very dense,
he variables. If the dots are widely scattered, we should

_good amount of correlation between t
expect a bad correlation.

Positive Comelation{+) Negative Comelation (-} Zero Correlation (0)

Karl Pearson’s Correlation Coefficient:

This is used to measure the degree of linear relationship between two variables. If x and

“karl Pearson’s correlation coefficient {r}" is
l p—
~ 2R

I, OIL xy)= : = =
: \EZx’ ~(x)’][;zy2 ~(y)’}

y are two variables then

Properties of the Karl Pearson’s correlation co-efficient:

~ The two variables x and y are linearly related. In other words, this scatter diagram of the

data will give a straight line curve.

14




1. Correlation co-efficient is always lies between -1 and +1, That is, -1< r<+1,
Ifr=4+1, the correlation is perfact and positive, EE : ’

Ifr=0, the correlation is zero, there is no relation between two: variables,

Ifr=-1, the correlation js perfect and negative, »
2. Correlation coefficient is independent of change of origin and scale that s r(x, ¥)=r(y, v)
3. Independent variables are un-correlated _
4. Karl Pearson’s Correlation co-efficient deals with the Quantitative characteristics only.

Probable error of Correlation Coefficient:

Ife(x, y) is correlation coefficient in 4 sample of “n” pairs of observations then standard
error is given by -

| 1-r?
Standard Error (S.E ==
or '\/_ll

Probable error of correlation coefficient js defined as

PE (1)=0.675(S.E) -

=0 675( 1"1’)
R

Where p.E = probable error of correlation coefficient,
Spearmen’s Rank Correlation Coefficient:

Xi y;be the ranks of two characteristics A and B respectively the Spearmen’s correlation
coefficient is denoted by

6) d?
R(x,y)=1 \Z;-ﬁ
n(n*-1)
Where ‘n’ = number of observations
d r:"th"e rank of x — rank of Y (R{x)-R(y))

Spearmen’s Tide Rank correlation co-efficient: | ot {x, y) be the Same repeated ranks of the two it
characteristics A and B then Spearmen’s tide rank correlation coefficiant is denoted by

15
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o o6(Y AP +T, +T
R, y)=1- (Zn(nzﬁl) y)

Where n = number of observations

T, = Tide rank in x-series

i m,(m —1)
n(n® -1)

_ =
T, =
= number of repeated times in i highest value.

Where ny

T,= Tide rank in y-series .

) m;(m;” —1)
T =22
Y n(n® -1)

number of repeated times in i highest value.

Where mj=
Regression

analyéis is “stepping back towards the average”. The

“si¢. Francis Galton”. The regression analysis is the

The literal meaning of regression
e variables in terms of the

regression analysis was first derived by
measure of average relation between two or mor

mathematical
origin unit of the data.

The main aim of regression analysis is to estimate or predict unknown values from the

4
given kilown values.

fxample: Y =04+ bx

simple Regression of Linear Regression:
The average relation between one dependent variable.and one Independent variable is

called regression.
16




Example: ¥ = g + bx

Multiple Regressions:

The average relationship between one dependent variable and two of more
Independent variables is called multiple regression ‘ ’

Example: ¥ = a + b, x, + byx, +byx,.......+ b,x,
Dependent and Independent Variables

In the regression analysis, there are two types of variables, One s dependent variable
and other one is independent variable, - »

explained variables ‘Which valyes influences or prediction by other variables in known as
independent variable or explanatory variable.

Regression Lines:

Let (x, y) 1 =1, 2, 3, ....n be the bi-variate data, ‘y’ is dependent variable and ‘¢ s
independent variable then regression equation of Y on ‘X’ is defined as

Where ais a constant
b is the regression coefficient

- ‘The regression equation of ‘x’ on *y’ is defined as

X =a+by

Any line Passes through the points x and ¥ respectively then the fegression equation of v
on ‘¥ is adeﬁne'd as

EENY

y--'y’:by,(x-3£)

r

Where b _ is the regression coefficient of oy’ on %,




o e

byx:r;%'—
or
1 o
LY
o — _
lzxz _‘(x)Z
n

The regression equation of ) on ‘y is defined as
x—x=b,(y-)

Where b,y is regression co efficient of ‘X on .

O
by, =r—
o,
or
Iy
b - n N o -

1 2 _(v)\?
-;Zy' O

Properties of Regression Co efficient:

' $» Correlation coefficientis geometric mean

erb;,xxbﬂ-

$ The arithmetic mean of two re
* coefficient. '

by,+bxy
2

>r

of two regression coefficients

» Regression coefficient is independent of change of origin and scale.

18

gression coefficient is greater than the correlation
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